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1 Introduction
The CORINE land-cover/land-use map is officially recognized and adopted by European countries in several environmental monitoring tasks at the regional, national and continental scales (CORINE, 1995). OpenStreetMap (OSM) is the most established Volunteered Geographic Information platform for collaboratively “creating a map of the world” with a high level of geometric and thematic detail (OpenStreetMap, 2018). With the motivation of enhancing and estimating the updated state of the CORINE map at the frequency with which the OSM dataset is edited and extended, we propose an approach for automatically mapping widely used OSM tags to CORINE classes. This mapping cannot be deterministic, i.e. as one-to-one associations. It must rather be probabilistic, as most OSM tags can be associated with more than one CORINE class. 
The tag-class association probabilities can be computed (1) by spatially crossing the OSM and CORINE datasets and computing the observed P(class|tag) distribution, (2) by asking experts and experienced voluntaries to associate tags to classes and (3), we propose, by considering the textual and semantic similarities of the tags and classes descriptions. The first option can be unreliable due to the different scales of the two datasets and the related geometric generalization of the CORINE map. The second option requires that experts are surveyed each time a new tag appears or becomes recurrent. Besides, tag usage is culture-influenced, what might lead to tag association contradictions. The third approach, however, is able to cope with the dynamics of OSM tag usage, assuming that these tags are consistently described in the OSM Wiki portal. 
In this paper, we present an approach for probabilistically associating OSM tags to CORINE Level 1 and Level 2 land-cover classes based on their textual descriptions. Furthermore, we present an idea on how these probabilities can be influenced by the spatial context of each OSM feature. More concretely speaking, we let the tag-class association probabilities of each OSM feature to be probabilistic dependent on the tag-class association probabilities of its neighbouring OSM features.
Related work
Fonte et al. (2017a) proposed an approach for updating and enhancing GlobeLand30 and Urban Atlas land cover maps using OSM data. Fonte et al. (2017b) assessed the applicability of OSM to assist the validation of the Urban Atlas land-use/land-cover map. Their aim was to reduce the burden of collecting validation samples through photo-interpretation and field campaigns by utilizing OSM data instead. With similar purposes and approach as these works, Fonte et al. (2017c) mapped OSM tags to the CORINE land cover nomenclature for Level 1 and Level 2 of that nomenclature. A central step in these works is the mapping of OSM tags to the classes of these different nomenclatures. In these works, the mapping is performed manually based on the authors’ land-use and land-cover expertise
Differently from these works, we attempt to associate OSM tags to a widely adopted land-use/land-cover nomenclature, namely, the CORINE nomenclature, using the textual and semantic similarities of the tags and class descriptions.
2 Methodology
The methodology applied for associating OSM tags to CORINE classes is comprised of two main steps, namely, (1) the pre-processing of the OSM tags and CORINE class descriptions and (2) the computation of their text and semantic similarities.
Pre-processing of the tags and classes descriptions
The pre-processing phase was preceded by the gathering of the descriptions of the OSM tags and the CORINE classes. The descriptions of the OSM tags were gathered from the OSM Wiki website. Although the layout of the website of the individual tags may vary slightly, the website of all investigated tags have a general description of the tag in the upper-right part of the site. In addition, the website of the tags, in most cases, contains a section called ‘Definition’, which elaborates on the definition of the tag. For example, the description of the tag ‘leisure=garden’ reads: “A place where flowers and other plants are grown in a decorative and structured manner or for scientific purposes”. Its definition reads: “A garden is a distinguishable planned space, usually outdoors, set aside for the display, cultivation, and enjoyment of plants and other forms of nature. The garden can incorporate both natural and man-made materials. Western gardens are almost universally based on plants”.   

The description of the CORINE classes were taken from the CORINE land cover nomenclature illustrated guide. This document has a section called ‘Characteristics of the CORINE land cover classes’. It describes the classes of the three CORINE hierarchy levels in different levels of details. For Level 1, only the class name is written. For the classes of Level 2, a small paragraph describes the classes. For the classes of Level 3, there are one to four short paragraphs describing the classes as well as a list of bullet points with places and geographic entities belonging to each class. For each class, we collected its textual description as well as the description of its ascendants and descendants classes.
As the first pre-processing step, part-of-speech (POS) tagging was performed for each tag and class separately. Traditional parts of speech tags are nouns, verbs, adverbs, conjunctions, etc. After performing POS tagging, all nouns in plural and singular forms were then kept as well as all adjectives. Words with any of the other POS tags were eliminated from the OSM tags and CORINE class descriptions. Finally, lemmatization was performed in order to reduce all nouns to their singular form. POS tagging is what provides the contextual information that a lemmatiser needs to choose the appropriate lemma. 
Textual similaritiy between the OSM tags and the CORINE classes descriptions

One of the ways we propose for associating OSM tags to CORINE classes is through text similarity. For that, we extracted the vocabulary (i.e. lemmatized nouns and adjectives) of all pre-processed CORINE class descriptions and computed their Term Frequency – Inverse Document Frequency (TF-IDF) metric (Rajaraman and Ullman, 2011) for each class. This metric gets around the discrepancy that larger descriptions have higher count values. Furthermore, it downscales the weights (normalized term frequency within a text) of words that occur in many class descriptions and are therefore less informative or relevant. Following, we computed the probability that each OSM tag belongs to each of the CORINE classes by means of a Multinomial Naïve Bayes classifier, which is one of the classic naïve Bayes variants used in text classification (Rennie et al. 2003). 

The formula we used to compute the TF-IDF metric of the CORINE class descriptions is the following: 
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In the equation above, the nominator is the number of times the term t occurs in document d. The denominator is the number of times the most occurring term in document d occurs. This term-frequency metric prevents a bias towards longer documents.
The computation of IDF(d,t) was performed as follows:
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where n is the number of documents in document set D and DF(d, t) is the document frequency, i.e. the number of documents that contain term t. 

Semantic similarities between the OSM tags and the CORINE class descriptions
Different measures are available for comparing the similarity of concepts (Ballatore, 2014). These measures can be based on a taxonomy, a group of texts (i.e., a corpus) or both. Measures that are based on a taxonomy are frequently called relatedness or knowledge-based measures, whereas those that are based on a corpus and on a corpus and a taxonomy together are called corpus-based and hybrid measures, respectively. Taxonomy-based measures may be biased towards the possible semantic specificity of the taxonomy and the subjectivity of its creators. Corpus-based measures may also be biased by the specific topic areas of the texts composing the corpus. Hybrid measures attempt to equilibrate these biases. It is difficult to eliminate completely these biases. Also, the performance of different measures is dependent on the specific application and ground-truth data. Thus, we tested the following different measures:

· Shortest Path (Spath) (Rada et al., 1989): Is a relatedness measure. This method considers the number of edges in the shortest path between two concepts in the WordNet’s taxonomy. It considers that the semantic similarity between two concepts is inversely proportional to the number of edges along the shortest path separating them. 

· Wup (Wu and Palmer, 1994): This is also a relatedness metric which considers the number of edges between the lowest common subsummer (LCS) and the terms. The LCS is the most specific concept they share as an ancestor. This value is scaled by the sum of the path lengths from the individual concepts to the root. Hence, terms with a specific subsume (e.g. ‘car’) are considered more similar than terms with a generic subsummer (e.g. ‘vehicle’). 
· Resnik (Resnik, 1995): is a corpus-based semantic similarity. It considers the information content (IC) of the LCS of the two concepts being compared. IC is defined as the negative log of the probability of a concept occurring in a text.

· Lin (Lin, 1998): this is an extension of the Resnik measure, as it considers also the IC of the individual concepts. It is a semantic similarity measure that considers the IC of the two concepts being compared as well as the information content of their LCS. 

· Jcn (Jiang and Conrath, 1997): This measure considers the distance between two concepts minus twice the IC of the concept’s LCS. 

The taxonomy utilized in the computation of the measures above is the semantic network from WordNet (Miller, 1995), a widely used lexical database of English. In WordNet, each concept is embedded in a synset, i.e. a set of cognitive synonyms. WordNet has in total 117,000 synsets which are linked in WordNet’s semantic network by a small number of conceptual relations (e.g. is a, part of, etc.). A word might have different meanings, each of which represented by a synset. For example, the word ‘pool’ has different meanings including a small body of water and a game played on a billiard table. 
The corpus-based and hybrid measures described above were computed for three different corpora, namely, the Brown (Francis and Kucera, 1964), SemCor (Landes, 1998) and WordNet (Miller, 1995) corpora.
We computed the semantic similarity between an OSM tag and a CORINE class by firstly populating a n x m matrix, whose ij cells contains the semantic similarity between the i-th word of the OSM tag description and the j-th word of the CORINE class description. Such a matrix was created for each tag-class combination. Because, each word may have different synsets, we populated the cells with the maximum semantic similarity value calculated from all combinations of synsets from the i-th OSM tag word and the j-th CORINE class word. From each matrix then, we computed its maximum and mean values, as well as its 50th, 75th and 90th percentiles. 
3 Experiment design
For testing the effectiveness of associating OSM tags to CORINE classes based on the textual and semantic similarities of their descriptions, one hundred OSM tags were considered. These tags are the most frequent ones from three representative European cities, namely, Heidelberg (Germany), Toulouse (France) and Vienna (Austria). We asked five land-use/land-cover research colleagues to associate each of these tags to one of the fifteen CORINE classes form the Level 2 of its hierarchy. 
The text and semantic-based associations were performed with each of the six methods and five matrix metrics described above, adding to thirty association results. We compared the expert with the machine associations and counted as a successful association each time at least one of the associations from the five experts matched the machine association for the respective tag. This we called our strict accuracy analysis. We also counted for each of the thirty experiments the percentage of the tags whose one of the three highest associations matched at least one of the expert associations. This we called our soft accuracy. The strict and soft accuracies were computed for classes from the Levels 2 (15 classes) and 1 (5 classes) of the CORINE hierarchy. 
4 Results

In this section, we present the results obtained in the most successful of the thirty experiments described above. 

Figure 1 presents the association accuracies obtained with the TF-IDF, as well as with the Spath and Wup measures. The matrix metrics considered in the last two cases was the mean. From Figure 1, the following can be observed:

· All soft accuracies are above 70%;

· Spath performed better than the Wup measure;

· The TF-IDF method obtained the best results.

Figure 1: Strict and soft association accuracies obtained with the TF-IDF, Spath and Wup methods for all 100 OSM tags and considering the 15 classes from Level 2 of the CORINE hierarchy.
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Figure 2 presents the association accuracies obtained with the corpus and hybrid measures Lin, Resnik and Jcn. The matrix metrics considered were the mean and the 90th percentile in the case of the Jcn method, as indicated in the figure. The following can be observed from Figure 2:

· All soft accuracies are above 70%;

· The Lin method performed better than the other two;

· Although we are considering 15 classes, the strict accuracies below 50% are not satisfactory.

Figure 3 presents the best association accuracies obtained when considering, among the 100 OSM tags, the 43 all five experts agree on to which class they should be associated. As with all the 100 tags, the TF-IDF method performed best. Despite the very high soft accuracy obtained with the Spath method, the strict accuracies are below satisfactory levels. 

Figure 2: Strict and soft association accuracies obtained with the corpus-based and hybrid methods for all 100 OSM tags and considering the 15 classes from Level 2 of the CORINE hierarchy. The corpora utilized in the three methods (from left to right) are respectively the SemCor, WordNet and WordNet corpora.
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Figure 3: Strict and soft association accuracies obtained with the three methods that performed best when considering only the 43 OSM tags on which the respective Level 2 classes of the CORINE hierarchy all experts agree. The corpus utilized with the Resnik method was the WordNet corpus.
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Figure 4 presents the association accuracies obtained with the TF-IDF, Spath and Wup methods considering the Level 1 classes (5 classes) of the CORINE hierarchy. The following can be observed:

· The TF-IDF method performed best;

· The strict accuracies obtained by all three methods are above 80%;

· The soft accuracies obtained by all three methods are above 85%.

Figure 5 presents the association accuracies obtained with the corpus and hybrid measures Lin, Resnik and Jcn considering the Level 1 of the CORINE hierarchy. The matrix metrics considered were the mean and the 90th percentile in the case of the Jcn method, as indicated in the figure. The following observation can be made:

· Strict accuracies are all above 75%;

· Best strict accuracy was obtained by the Lin method (85%);

· All three soft accuracies are slightly below and above 90%.

Figure 4: Strict and soft association accuracies obtained with the TF-IDF, Spath and Wup methods for all 100 OSM tags and considering the 5 classes from Level 1 of the CORINE hierarchy.
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Figure 5: Strict and soft association accuracies obtained with the corpus-based and hybrid methods for all 100 OSM tags and considering the 5 classes from Level 1 of the CORINE hierarchy. The corpora utilized in the three methods (from left to right) are respectively SemCor, WordNet and WordNet corpora.
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Figure 6: Strict and soft association accuracies obtained with the three methods that performed best when considering only the 43 OSM tags on which the respective Level 1 classes of the CORINE hierarchy all experts agree. The corpus utilized with the Lin method was the SemCor corpus.
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Figure 6 presents the association accuracies for the three methods that performed best when considering the OSM tags which all five experts agree with respect to which class they should be associated to. The associations refer to the Level 1 of the CORINE hierarchy. The following can be observed:

· Strict accuracies are above 80%;

· Soft accuracies are up to 95%.

5 Conclusions
Strict accuracies obtained for the Level 2 of the CORINE hierarchy are not satisfactory. The best performance was achieved using the TF-IDF method (62%). Soft accuracies obtained for that Level are however above 70% and some of them reached accuracies above 80%. Hence, many associations are mistaken, but “slightly so”, as the correct class association for many tags is among the three most relevant classes associated to the tag. 

Regarding the strict accuracies obtained for Level 1, these are mostly very good, that is to say, mostly above 80% and up to 90% (with the TF-IDF method). Soft accuracies obtained for Level 1 are mostly above 90%. Therefore, using our methods for associating each tag to the class to which it has the highest association value is expected to produce a reliable CORINE Level 1 map, assuming the perceptions of the five experts are correct. Although the same cannot be said regarding the classes of Level 2, the soft accuracies obtained for that Level support the assumption that if we let the tag-class association probabilities be influenced by the spatial context of the feature containing one of these tags, than the converted OSM-to-CORINE map may turn out more accurate than originally. We elaborate this idea in the next and final section of our paper.

6 Future work – letting the context of the OSM features influence their CORINE class labelling
Because close geographical entities tend to be similar or related, letting the context, i.e. the class probabilities of the features spatially near a given feature, influence the class probabilities of this given feature may lead to an overall better labelling of the whole scene. In our context, the probabilities are the tag-class associations (which are normalized), and the features are OSM features containing these tags. Formally speaking, we let the CORINE class probability distribution of an OSM feature to be dependent on the tag-class association probabilities of its nearby OSM features.  These dependencies can be modelled as a Markov Random Field (Koller & Friedman 2009), which, formulated as an energy function, has the following form: 
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In the equation above, ci represents the unknown CORINE class of OSM feature i, S represents all OSM features in a study-area and ti is the OSM tag i has. Each feature i has a set of adjacent neighbours
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. One of the methods we presented above computes the prior probabilities of the CORINE classes from each OSM feature. In equation 3, this is represented by the so-called association factors, which have the form:
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 indexes a CORINE class label. The energy function from equation 3 has also so-called interaction factors. These factors formalize the types of contextual relations we find the most probable. For example, we may consider that two neighbouring OSM features are bound to belong to the same CORINE class. In this case, a valid function for the interaction factors would be a Potts model, defined as:
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The parameter 
[image: image15.wmf]l

 from equation 3 serves to weight the influence of the interaction factors with respect to the association factors. 

The goal is to minimize the energy function of equation 3, as it can be proven that the classification of the scene for which the energy has its minimum value is also the one for which the conditional probability P(C|T) is the highest possible (Koller and Friedman 2009). C represents the classification of all OSM features and T their tags. In order to minimize equation 3, one of the available inference algorithms for probabilistic graphical models (Frey and Josic, 2005) must be used, as there is no closed-form solution to the problem. 
This idea will be implemented in the upcoming weeks and discussed in the workshop.
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Abstract


With the aim of rapidly estimating the updated state of the CORINE land-cover map at the frequency with which the OpenStreetMap (OSM) dataset is edited and extended, we propose an approach for automatically associating widely used OSM tags to Level 1 and Level 2 CORINE land-cover classes. This association is probabilistic and is undertaken based on different text and semantic similarity methods. The input to these methods are the tag and class descriptions found on the OSM Wiki and CORINE nomenclature documents, respectively. Thirty different associations were undertaken based on different text and semantic similarity methods. The methods performances were evaluated based on reference data produced by five land-use/land-cover experts. The best association accuracy achieved for Level 1 (5 classes) was of 90%. However, for Level 2 (15 classes), the best-achieved accuracy was of only 62%. In this paper, we also present an approach for potentially improving the CORINE map derived from OSM by letting the tag-class association probabilities from OSM features to be influenced by the probabilities of their neighbouring OSM features. We explain how this might lead to more accurate and spatially smoothed CORINE land-cover maps derived from OSM. 
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